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Abstract 
Background and Objective: Driver drowsiness is a cause of many traffic accidents all around the world. Driver 

respiration dynamics undergoes significant changes from wakefulness to sleep. The intrusive nature of current respira-

tion monitoring methods makes them unattractive for detection of in-vehicle driver drowsiness. In this paper, changes in 

the respiration rate were monitored for drowsiness detection using thermal imaging, which is completely contact-free 

and non-intrusive. 

Materials and Methods: For each frame, the driver’s face was isolated from the rest of the image. Then, the 

nostrils' zone was localized using physiological characteristics of face. The respiration signal was constructed by putting 

together the mean temperature of nostril region in all of the frames. In order to study respiration variations from wakefulness 

to drowsiness, a total number of 12 subjects were tested in a driving simulator. The observer rating of drowsiness (ORD) 

method was used to estimate the drowsiness level of the subjects. 

Results: Derivation of driver respiration rate using thermal imaging was a reliable and non-intrusive method. The 

results were strongly correlated with those of traditional methods. Driver respiration rate decreased from wakefulness to 

extreme drowsiness by 3.5 breaths per minute (bpm) and its standard deviation (SD) increased by 0.7 bpm. 

Conclusion: Driver respiration rate decreased and its SD increased from wakefulness to drowsiness in 12 participants of 

this study. The results showed that driver drowsiness could be detected even at moderate levels from analysis of the 

respiration rate. 
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Introduction
1
 

Driver drowsiness is one of the main causes of 

traffic accidents all over the world. Detection sys-

tems for driver drowsiness can be effective in re-

ducing such accidents (1). Driver drowsiness may 

occur as a result of sleep deprivation, long work-

ing hours, and sleep disorders. Sleep disorders can 

have a high impact on the quality of sleep and 

consequently the performance of the driver (2). 

* 1Corresponding author: S. Ebrahimian-Hadikiashari, Department 

of Mechatronics Engineering, School of Mechanical Engineering, 

Khajeh Nasir Toosi University of Technology, Tehran, Iran 

Tel: +98 9365766384, Fax: +98 21 88674748 

Email: sebrahimian@mail.kntu.ac.ir

People suffering from a sleep disorder, like apnea, 

are normally sleepy during the day and have poor 

sleep quality, which makes them more susceptible 

to accidents (3, 4). 

The human respiratory system undergoes no-

ticeable changes from wakefulness to sleep. Vari-

ous features of the human respiratory system 

change during this transition and can be regarded 

as indicators of drowsiness. The respiration rate 

and the inspiration-to-expiration ratio (I:E ratio) 

are among the most notable ones. Several studies 

have measured and analyzed changes of these pa-

rameters during sleep and wakefulness (5, 6). 
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However, a few researches considered these 

changes while the person was drowsy. For in-

stance, one of the studies analyzed the respiratory 

effort during transition from wakefulness to 

drowsiness (7). 

Thermal imaging is a desirable tool for extract-

ing human vital signs by measuring temperature 

changes of the skin. Over the past decade, infrared 

thermal imaging has been used in various areas of 

research including medicine, biometrics, and ma-

chine vision (8). This method only uses the radia-

tion emitted naturally from the human body and 

does not require contact with the body or aiming 

any kind of radiation at the body (9). Because of 

being contact-free and non-intrusive, this method 

has been widely used in studies related to the hu-

man body (10). Recent research works have 

shown that respiratory states of a person can be 

monitored without interference using thermal im-

aging. The data extracted by thermal imaging is 

highly correlated with those extracted by other 

methods (11). Monitoring respiration using ther-

mal imaging is achieved by observing the differ-

ence in temperature between the environment and 

the air exiting the respiration system. As this 

method does not interfere with the person’s activi-

ty, it is also ideal for use in applications related to 

cognition and emotion assessment. 

This paper presents the results of the first re-

search that analyzed driver’s respiration variations 

from wakefulness to micro-sleeps using thermal 

imaging. The mean and standard deviation (SD) 

of the respiration rate were studied in 2-minutes 

intervals in various states of drowsiness. The ob-

server rating of drowsiness (ORD) (12) was used 

to estimate different levels of drowsiness. To 

evaluate this method, 12 subjects were tested in a 

driving simulator. 

Materials and Methods 

To study variations of respiration rate from 

wakefulness to drowsiness, driving tests were per-

formed in a driving simulator. A thermal camera 

and a night vision camera were used to monitor 

the driver. The tests were conducted on an endless 

highway according to an experimental protocol to 

provide all stages of drowsiness for the subjects. 

The ORD method was used to estimate drowsi-

ness levels. 

Signal extraction: To extract the respiration 

signal, the video recorded by the camera was con-

verted into a sequence of frames. Then, the sub-

ject’s face was extracted from the image. The tar-

get zone (the nostrils) was detected using charac-

teristics of facial temperature. The mean of the 

intensity of the pixels -temperature- in this zone 

was extracted for each frame. Finally, the respira-

tion signal was constructed by putting together the 

intensity values for all frames. 

 Face extraction: Face detection and separation 

from the background was the first step to extract 

the subject’s respiration signal. To accomplish this 

extraction, the algorithm presented by Bakhoda 

(13) was used. This method utilizes a thresholding 

method to separate the image of the person from 

the background as shown in figure 1. 

 

 
Figure 1. Original image (a); the image after thresholding (b) 

 

Next, the horizontal and vertical signatures of the 

binary image were used to separate the face from the 

rest of the body. As shown in figure 2 (a), most 

white pixels were concentrated at the driver’s face. 

Figures 2 (b) and (c) show the number of white pix-

els in each row and column of the image. The face 

region can be extracted at the neighborhood of the 

maximum horizontal and vertical signatures of the 

binary image as shown in figure 2 (d). 

 

 
Figure 2. Face localization: binary image (a), horizon-

tal component of the binary image (b), vertical compo-

nent of the binary image (c), and face localization in 

the binary image (d) 
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Finally, after using this method, the image of 

the face can be easily extracted in the same area as 

the binary image, as shown in figure 3. 

 

 
Figure 3. Threshold of the face (a), the final image of 

the face (b) 

 

 Respiration region extraction: After extract-

ing the face from the background, the respiration 

region needs to be extracted. We should locate 

part of the image that experiences oscillatory 

changes during respiration. The respiration signal 

can then be extracted by constant monitoring of 

this zone, which is located below the nostrils. De-

tection of this zone is the most important part of 

respiration signal extraction. Therefore, special 

attention has to be paid to utilize a method that is 

simple, fast, and as free of errors as possible. Pre-

viously, in studies conducted by Zhu (14) and Pe-

reira et al. (15), various methods were presented 

to extract the target zone and track it throughout 

the subsequent frames. In the method employed 

by Zhu (14), facial key points were first set manu-

ally and then tracked using tracking algorithms. A 

more suitable method of thresholding was pre-

sented by Pereira et al. (15). In this method, the 

image of the person’s face was divided into equal 

areas. Afterwards, the middle area of the face was 

selected as a potential region for respiration ex-

traction. Then using edge detection algorithms 

and morphological shape of the nose, the region 

related to respiration was extracted. 

In this paper, we used facial temperature dis-

tribution to locate the target area robustly. The 

periorbital region – the area between the inner 

corner of an eye and the nose – often has the 

highest temperature of the face because of the 

high number of capillaries. In addition, the lower 

part of the subject’s nose has the lowest tempera-

ture since it has a small number of capillaries with 

a large heat-dissipating surface area. However, 

facial temperature distribution is not the same for 

all people. For instance, the area surrounding the 

temporal artery may have a higher temperature 

than the periorbital region. Additionally, the hair 

temperature is equal to that of the surroundings 

and lower than the nose, as there is no blood flow 

within the hair. These two facts can lead to unex-

pected errors in finding the target zone. For that 

reason, we performed the search in a more limited 

area instead of the full face. This area was the 

central region of the face, which could be easily 

determined by partitioning the image into equal 

areas. The search region is shown by a green rec-

tangle in figure 4. 

 

 
Figure 4. Original image (a), partitioned image and the 

green search region (b) 

 

The target zone could be extracted from the 

search region. Since the search is only performed 

in the central region, it can be robustly assumed 

that the area with the highest temperature corre-

sponds to the periorbital region and the one with 

the lowest temperature is the nose. Therefore, the 

two pixels that represent center of two hot-

temperature regions and are not close to each oth-

er were selected as the corners of the eyes. A line 

segment was drawn by connecting these two pix-

els. The pixel located on the perpendicular bisec-

tor of this line segment that had the lowest tem-

perature was selected as the tip of the nose. The 

area directly below the tip of the nose was the 

respiration target zone (Figure 5). 

 

 
Figure 5. Points corresponding to the corners of the 

eyes and the tip of the nose (a), target zone (b) 
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The respiration signal was constructed by tak-

ing the average temperature of pixels within the 

target zone for each frame. A subject was asked to 

breathe according to a certain pattern: breathe 

normally, take a deep breath, breathe normally, 

breathe rapidly, and breathe normally again. As 

shown in figure 6, the subject took a normal 

breath for 18 seconds, a deep breath from t = 18s 

to t = 24s, again a normal breath from t = 24s to  

t = 31s, a rapid breath from t = 31s to t = 42s, and 

again a normal breath from t = 42s to t = 59s. As 

shown in figure 6, the temperature within the tar-

get zone distinguishes deep breathing and rapid 

breathing from normal breathing. 

 

 
Figure 6. Respiration signal extracted from  

thermal images 

 

 Post-processing and noise reduction: Since 

small errors can occur in the detection of the tar-

get zone and taking the average of the pixels, it is 

necessary to perform a noise reduction process on 

the signal. For this purpose, an infinite impulse 

response (IIR) Butterworth low-pass filter with a 

cutoff frequency of 0.6 Hz was designed. The fil-

ter removes all high-frequency noises without 

changing the overall shape of the signal for fea-

ture extraction purposes. 

Feature extraction: The extracted respiration 

signal Resp(t)  can be modeled using this equation: 
 

Resp(t) = A(t). S(θ(t)) + W(t) (1) 
 

Where A(t) is the signal amplitude function, S 

is the form of the respiration signal – a combina-

tion of sine and cosine functions, θ(t) is the phase 

function whose derivative equals the instantane-

ous frequency of the signal – the breathing rate, 

and W(t) includes other signal forms like high-

frequency noises and the varying baseline values 

of the signal. 

The main features of the signal were A(t), 

θ(t), and W(t) according to Eq. 1. Occasional 

deviation of the target zone from the respiration 

region during the extraction process and temporal 

changes in the environmental temperatures may 

cause relatively large changes in the respiration 

signal extracted from thermal images. Such anom-

alies make A(t) and W(t) less useful. Hence, θ(t) 

and its derivative - the respiration frequency - are 

the most reliable features that should be analyzed. 

Time-frequency analysis is a suitable method 

to analyze respiration signal because of its non-

stationary nature. Synchrosqueezed wavelet trans-

form presents time-frequency components of the 

signal (16). It aims to improve the time-frequency 

display of a signal by giving its value to another 

point in the same time-frequency space by analyzing 

the local behavior of the signal around that point. 

Figure 7 shows the filtered respiration signal 

and the instantaneous breathing rate extracted by the 

synchrosqueezed wavelet transform. Figure 7 (a) 

shows both the original and the filtered respiration 

signal. The filter removes sharp corners of the 

original signal while preserving the overall shape 

and the low-frequency content of the signal. As 

shown in figure 7 (b), the subject’s breathing rate 

is in accordance with the breathing pattern de-

scribed before.  

 

 
Figure 7. Respiration signal (a), derived breathing rate (b) 

 

The breathing rate was initially at 25 breaths 

per minute (bpm) and remained relatively con-

stant. Then, it decreased to 12 bpm from t = 18s to 

t = 24s, as the subject took a deep breath. The 

breathing rate returned back to normal for 7  
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seconds as the subject took a normal breath again 

from t = 24s to t = 31s. A significant increase to 

65 bpm occurred due to rapid breathing from  

t = 31s to t = 42s. Finally, the breathing rate re-

turned back to normal and lasted till t = 59s. 

This thermal imagining method was verified 

with breathing rates calculated by human observ-

ers. Five healthy subjects with a regular sleep pat-

tern were selected and participated in a 5-minute 

test. The tests were divided into five 1-minute 

intervals. The reference breathing rate was esti-

mated by two trained human observers who 

counted the number of breaths in the 1-minute 

intervals. The Bland-Altman plot and the linear 

correlation analysis were used to evaluate the ac-

curacy of the methods. Figure 8 shows correlation 

analysis and Bland-Altman plot of the reference 

breathing rate (BRref) and the breathing rate of 

thermal imaging method (BRti). 

 

 
Figure 8. Correlation between the reference breathing 

rate (BRref) and the thermal imaging breathing rate 

(BRti). The solid red line is the fitted curve, the black 

line is perfect match line, and the blue dashed lines are 

95% limits of agreement (a), the Bland-Altman plot of 

the difference against average breathing rate of the two 

methods. SD is the standard deviation. The solid red 

line indicates the mean difference and dashed blue 

lines indicate 95% limits of agreement (b). 

 

As shown in figure 8 (a), the breathing rate es-

timated by thermal imaging was strongly correlat-

ed with the reference method. All scatter points 

were within 95% agreement lines and the regres-

sion line was close to the line of a perfect match. 

The Bland-Altman plot of the thermal imaging 

method and the reference method was shown in 

figure 8 (b). As shown in figure 8 (b), there was a 

mean difference of 0.09 bpm and the limits of 

agreement were -1.4 and 1.6 bpm. Only one 

measurement point exceeds 95% lines of agreement 

due to abnormal head movement of the subject. 

Driving simulator: Experiments were con-

ducted in a driving simulator. The driving simula-

tor was built at the virtual reality laboratory of 

Khajeh Nasir Toosi University of Technology 

from one-quarter body of a full sedan. The steer-

ing wheel torque feedback simulating road lateral 

force was applied by a 700-W AC servo motor. 

The display consisted of three wide monitors as 

shown in figure 9. 

 

 
Figure 9. Side view of the driving simulator 

 

Data acquisition tools: A thermal camera was 

used to capture temperature profile and extract the 

respiration rate (Figure 10). A night vision camera 

was installed in front of the driver to monitor and 

capture the subject’s face. This video from the 

night vision camera was later used to determine 

the drowsiness level of the drivers using the ORD 

method. Temperature and humidity of the envi-

ronment were recorded by five sensors with a 

sampling rate of 0.2 Hz during the tests. The data 

showed that humidity and temperature variations 

were negligible during the experiments with the 

mean SD of 0.16% and 0.17 °C, respectively. 

 

 
Figure 10. Placement of data acquisition tools 

 

Study participants: Fifteen subjects participated 

in the experiments. The subjects aged between 23 

and 29 with the average body mass index (BMI) of 

25. They possessed driver’s license, had on average 

3 years of driving experience, and drove at least 

about 8 hours a week. The driving tests were per-

formed between 10 pm to 6 am in a dark room.  

Figure 11 shows thermal images of the participants. 
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Figure 11. Thermal images of the subjects 

 

Three subjects were excluded from the study, 

two of them had eyeglasses. Eyeglasses alter the 

thermal pattern captured by the thermal camera, as 

infrared radiation does not pass through the glass. 

One of these three subjects was an athlete with a 

history of abuse of performance enhancement sub-

stances. Therefore, the data of 12 out of 15 subjects 

were analyzed in this paper. 

Before the start of the test, each driver had a  

15-minute drill session to get familiar with the driv-

ing simulator. This drill session also helped reduce 

subjects’ stress and excitement. All subjects were 

asked to reduce their sleeping time down to 4 hours 

a day in the last three days leading to the test night 

and not to eat or drink stimulant substances for  

24 hours before the test. No participant had a history 

of respiratory or sleep disorders. 

The subjects signed a consent form to fully ob-

serve the experimental protocol. The study proto-

col was approved by Khajeh Nasir Toosi Univer-

sity of Technology in accordance with the Decla-

ration of Helsinki. 

Driving scenario: Subjects were required to 

drive on a quasi-circular loop. The path was a 

three-lane highway with a shoulder on the right 

and a guardrail on the left. If the driver fell asleep, 

the vehicle would go off the road or bump into the 

guardrail. The road map is shown in figure 12. No 

traffic or obstacle existed on the road to prevent 

driver distraction. The environment represented a 

boring desert in twilight. 

The drivers were asked to try to keep a con-

stant speed of 80 km/hour. They were required to 

stay on the middle lane; so that, they would have 

enough time to react if the vehicle departed off the 

lane. If the car departed off the road or collided 

with the guardrail, the test would end. Each test 

lasted at most 2 hours. 

 

 
Figure 12. The quasi-circular loop  

of the three-lane highway 

 

Validation: To validate the drowsiness level of 

the drivers, the ORD method was employed (12). In 

this method, the face and the behavior of the driver 

were monitored by three people of the research team 

during the driving process. Each observer rated the 

driver’s drowsiness using a number from 1 to 5 

based on changes in certain facial and behavioral 

features. A score of 1 represents no drowsiness and a 

score of 5 represents extreme drowsiness. 

Results 

The respiration signal of each driver was ex-

tracted using the thermal videos captured during 

the tests. The demographic characteristics of the 

subjects and the environmental data of the test 

room are shown in table 1.  
 

Table 1. Demographic characteristics of the subjects and the environment's data 
Subject 
number 

Age 
(year) 

Height 
(m) 

Weight 
(kg) 

BMI 
(kg/m

2
) 

Room humidity 
% (SD) 

Room temperature (℃) 
(SD) 

1 25 1.79 80 24.96 46.15 (0.34) 23.78 (0.17) 
2 23 1.83 88 26.27 44.67 (0.25) 24.29 (0.32) 
3 24 1.81 75 22.89 45.36 (0.06) 24.30 (0.40) 
4 25 1.86 80 23.12 47.35 (0.12) 24.37 (0.08) 
5 25 1.75 75 24.48 41.82 (0.12) 23.51 (0.16) 
6 25 1.73 83 27.73 43.25 (0.09) 23.68 (0.03) 
7 26 1.71 85 29.06 44.12 (0.23) 22.86 (0.11) 
8 22 1.70 68 23.52 46.62 (0.11) 23.12 (0.30) 
9 28 1.88 80 22.63 43.61 (0.09) 22.70 (0.33) 
10 25 1.82 90 27.17 45.74 (0.20) 22.80 (0.30) 
11 27 1.72 80 27.04 43.15 (0.13) 22.08 (0.08) 
12 25 1.89 100 27.99 44.95 (0.25) 23.28 (0.12) 
Mean 25 1.79 82 25.57 44.73 (0.16) 23.40 (0.17) 

BMI: Body mass index; SD: Standard deviation 
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Figure 13 shows the respiration signal, the 

drowsiness level using the ORD method, and the 

respiration rate for one of the 12 subjects. 

 

 
Figure 13. Respiration signal extracted from the  

driving scenario (a), observer rating of drowsiness 

(ORD) (b), instantaneous respiration rate (c) 

 

As shown in figure 13 (c), as drowsiness level 

increased from 1 to 5, the breathing rate mean 

decreased from 20 bpm to 16 bpm. The respira-

tion rate signal had two major drops for this sub-

ject. One major decline occurred at moderate 

drowsiness (ORD = 3) and another major decline 

at extreme drowsiness (ORD = 5). In figure 13 

(c), the amplitude of oscillation increased at high-

er levels of drowsiness; there was a higher SD of 

the respiration rate at ORD = 4 and ORD = 5. 

The breathing rate was analyzed as the drivers 

experienced different stages of drowsiness. Three 

groups of 2-minute intervals corresponding to 

three levels of drowsiness – not drowsy (ORD = 1), 

moderately drowsy (ORD = 3), and extremely 

drowsy (ORD = 5) – were considered. The mean 

and the SD of the respiration rate of the drivers 

were obtained as shown in figures 14 and 15. 

As shown in figure 14, the mean respiration 

rate of the subjects decreased as the subject’s 

drowsiness level increased. The median of the 

mean of the respiration rate was initially at  

19 bpm. At the moderate level of drowsiness, it 

decreased by about 1.5 bpm, and decreased by 

another 2.0 bpm at extreme drowsiness reaching 

to 3.5 bpm. 

 
Figure 14. Box plot showing the mean of the respiration 

rate in 2-minute time intervals from wakefulness to 

extreme drowsiness 

 

Therefore, respiration rate can be used as a 

leading indicator of drowsiness allowing for ap-

propriate measures to be taken approximately  

15 minutes before a drowsiness-related accident.  

 

 
Figure 15. Box plot showing the standard deviation 

(SD) of the respiration rate from wakefulness to ex-

treme drowsiness 

 

As shown in figure 15, the SD of the respira-

tion rate increased as the subject’s drowsiness 

level increased. The median of the SD of the res-

piration rate was initially at 1.80 bpm. At the 

moderate level of drowsiness, it increased by 

about 0.08 bpm, and increased by another 0.62 bpm 

at extreme drowsiness reaching to 0.70 bpm. The 

relatively small change of SD from wakefulness 

to moderate drowsiness is because some subjects 

experienced decrements rather than increments. 

The SD of respiration rate is complementary for 

detecting drowsiness at the moderate drowsiness 

level and should not be used alone for this moder-

ate stage. However, the SD of the respiration rate 
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had a notable increase of 33% in transition from 

moderate drowsiness to extreme drowsiness. In 

figure 14, the decrease in the mean respiration rate 

was only 11.5% in transition from moderate 

drowsiness to extreme drowsiness. Thus, the SD 

in figure 15 is a strong indicator of extreme 

drowsiness, even though it is not as early as the 

mean respiration rate. 

Discussion 

In this study, respiration rate of drivers was 

analyzed non-intrusively using thermal imaging. 

Since most respiration measurement methods 

need contact with the body, few researches have 

been conducted on drivers' respiration for detect-

ing drowsiness. In this paper, the thermal video 

was converted into a sequence of images. The 

subject’s face was localized and extracted from 

the image. Finally, the respiration signal was con-

structed by bundling the average temperature of 

the nostrils area for all frames. The mean and the 

SD of the respiration rate were extracted from the 

respiration signal in two-minute intervals. The 

breathing rate estimated by thermal imaging was 

strongly correlated with a reference method. All 

scatter points were within 95% agreement lines. 

A thermal camera was placed in front of the 

driver in a driving simulator to study variations of 

driver’s respiration rate from wakefulness to 

drowsiness. The respiration rates of 12 drivers 

were extracted in different stages of drowsiness. 

The ORD method was used to score the drowsi-

ness level of driver. The results showed that the 

respiration rate of the subjects decreased by  

1.5 bpm from wakefulness to moderate drowsi-

ness and another 2.0 bpm from moderate drowsi-

ness to extreme drowsiness. The SD of the respi-

ration rate from wakefulness to moderate drowsi-

ness increased by only 0.08 bpm, but experienced 

a substantial increase of 0.62 bpm from moderate 

drowsiness to extreme drowsiness. According to 

the results, driver’s drowsiness can be detected 

from the respiration signal long before it reaches 

extreme drowsiness. 

In this research, three drowsiness states were 

studied. Some other researches studied only two 

states of drowsiness (7). The results obtained by 

Rodríguez-Ibáñez et al. shows a decrease of 4.20 

bpm in the mean respiration rate and an increase 

of 1.62 bpm in the SD of respiration rate from 

wakefulness to drowsiness. Corresponding values 

obtained in our research were a decrease of  

3.50 bpm in the mean respiration rate and an in-

crease of 0.70 bpm in the SD of respiration rate 

from wakefulness to extreme drowsiness (7). 

Spatio-temporal algorithms are more robust 

compared to spatial algorithms. The regional re-

striction method used in this paper was designed 

as simple as possible, and the region extraction 

method was iterated for each frame. A region 

tracker could be used to reduce computational 

cost. Conditions altering the regular facial tem-

perature pattern would not affect performance of 

spatio-temporal algorithms. For example, such 

algorithms will remain robust even if the driver 

wears eyeglasses or suffers a temperature-altering 

illness. The algorithm presented in this paper can 

be further improved by applying supervised clas-

sifiers such as k-nearest neighbors (KNN) (17) 

and support vector machine (SVM) (17). 

The contact-free method used in this paper can 

also be used in future studies to detect distraction, 

analyze health status, or identify various illnesses. 

In future studies, respiration change for people 

with sleep disorders – narcolepsy and apnea – can 

be also analyzed. 

Conclusion 

Monitoring driver’s respiration through ther-

mal imaging is reliable and non-intrusive. Based 

on the data obtained from 12 subjects, driver res-

piration rate decreases and its SD increases from 

wakefulness to drowsiness. The results indicate 

that drivers’ drowsiness can be detected even at 

moderate levels of drowsiness providing enough 

lead time for potential intervention. 
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